
 

 

  

 

 

 

 

MPC5777C MCAL4.3 Dual Core Project 

Implementation 

 

by: NXP Semiconductors

1. Introduction 

This application note introduce the dual core project 

implementation in MCAL4.3. 

Additionally, this sample application is for MPC5777C 

microcontroller with AUTOSAR MCAL4.3 version 

RTM1.0.0. 

This application note provides an introduction about 

startup and link file modification to implement dual core 

project. 

This document also provides the sample code in the 

software package accompanying this document. 

The following table shows the abbreviations used 

throughout the document. 
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Table 1. Acronym and definition 

Term/Acronym Definition 

BAM Boot Assist Module 

IVPR Interrupt vector prefix register 

2. MCAL4.3 Startup and Link file 
MCAL4.3 startup and link file is only for one core, so the startup and link file needs to be modified for 

two cores. 

2.1. Dual core memory section 

Flash_rsvd1 is used to store RCW, flash_memory is used by core 0. You should modify the link file 

which allocates the flash_memory 1 to store the core 1 startup code and fix the vector reset address as 

0x00ED0000. You also need to configure this address in EB tresos.  

 

Figure 1. Memory for two core 

 

 

 

 

 

The following figure shows the allocated stack for core 0, the address starts from 0x4003EBC0. The 

core1 stack address startx from 0x4003FBC0 and the length is 4k. 
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Figure 2. Stack for core1 

The following figure shows the allocated new section for core 1.  

• .text1: section for core 1 startup code 

• .isrvectbl_core1: section for core 1 interrupt vector table 

• .isrvectbl_core_core1: section for core1 core vector table(IVOR) 

• __IV_ADDR_core1: get the flash_vec_core1 address 

• __SP_INIT_core1: get iram_stack_core1 address 

 

 

 

 

Figure 3. Allocated new section for core 1 
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2.2. Dual core startup file 

As shown in the following figure, in order to put the startup code into their own section, use the GHS 

compiler key words to set the core 1 startup code to .text1 section. 

 

                                     ………… 

 

Figure 4. Startup code for core 1 

The following figure shows the IVPR register that needs to be initialized to the address of the interrupt 

vector table and exception vector handler. These handler addresses are provided as configuration 

parameters in link setting. 

 

Figure 5. Interrupt vector and exception handler initialization 
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The machine check and exception for core 1 should be enabled as shown in the following figure. 

 

Figure 6. Machine check and exception for core 1 

Start-up code should initialize user stack pointer for core 1, as shown in the following figure. 

 

Figure 7. Stack initialization for core 1 

3. Core 0 and core 1 reset vector configuration 

On the MPC577C device, the BAM occupies 16 KB of memory space, 0xFFFF_C000 to 0xFFFF_FFFF. 

The actual code size of the BAM program is less than 4 KB and starts at 0xFFFF_F000, repeating itself 

after every 4 KB in the BAM address space. BAM program execution as it reset vector from address 

0xFFFF_FFFC. 

The BAM exits to user code at 0xFFFF_FFF8. The last instruction executed by BAM is a BLR.  The 

link register is pre-loaded with the user application start address. The value of the start address depends 

on the boot mode: 

• Booting from internal or external flash memory: 32-bit word following a valid RCHW holds the 

start address value 

• Serial boot is set according to the serial boot protocol 

The following table shows the BAM address map. 

Table 2. BAM memory map 
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In order to make the two cores have a fixed vector initial address which is consistent with the EB 

configuration, the core 0 reset vector address and core 1 reset vector address should be configured with 

0xFFFF_FFFC(4294967292) and 0x00ED0000(15532032) in EB tresos. 

 

 

Figure 8. Configure the reset vector for core0 in EB 

 

 

 

 

 

Figure 9. Configure the reset vector for core1 in EB 

4. Compile and testing 

4.1. Compiling GHS 

The test hardware is the MPC5777C EVB. Compiler GHS version is compiler 2019.5.4(it is 

recommended to update to the latest version), EB tresos version is 25.1 and the MCAL package version 

is MPC5777C MCAL4.3_1.0.0. 

Open the build folder as shown in the following figure. 

 

 

Figure 10. Sample code build folder 
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Figure 11.  Launch.bat file 

TRESOS_DIR: EB tresos installation path 

MAKE_DIR : make.exe file path 

GHS_DIR: GHS compiler installation path 

PLUGINS_DIR : The MCAL4.3 plugins installation path 

TRESOS_WORKSPACE_DIR: EB project generated code path, which is 

C:\vds-mpc5777c-mcal4.3\ MPC5777C_MCAL4_3_RTM_1_0_0_Sample_Application\ Tresos\ 

Workspace\MPC5777C_4.3_sample_applications\output 

To build the sample, execute the following command to run launch.bat: launch.bat 

 

Figure 12.  Build command 

The object files and linker output file (PlatformIntegration.elf) will be generated in the /bin subdirectory. 

Open the cmm folder and run the smp_demo.cmm script using LAUTERBACH debugger and debug 

the sample application code. 

4.2. Test result 

This sample application was tested on the MPC5777C EVB as showing in the following figure. Core 0 

is running the MCAN transmission and core 1 is running the CAN transmission. 
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Figure 13.  MPC5777C EVB board 

Figure 14. MCAN sample transmission in core0    Figure 15. CAN transmission in core1 

5. References

• MPC5777C Reference Manual

• MPC5777C EVB User Guide

https://www.nxp.com/docs/en/reference-manual/MPC5777CRM.pdf
https://www.nxp.com/docs/en/user-guide/MPC5777CEVBUG.pdf
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