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1 Introduction

The i.MX RT700 features up to five computing cores designed to power smart Al-enabled edge devices such
as wearables, consumer medical, smart home, and HMI devices. Its Compute Subsystem includes a primary
Arm Cortex-M33 running at 325 MHz. It also includes a 2.5D GPU with vector graphics acceleration and frame
buffer compression. It incorporates the NXP elQ Neutron NPU that accelerates Al workloads by up to 172x and
integrates up to 7.5 MB of onboard SRAM.

This application note describes a smartwatch demo implemented on the MIMXRT700-EVK board. It describes
steps to use the Light and Versatile Graphics Library (LVGL graphics library) to create a smartwatch Ul on the
board. It also includes a face recognition model that helps as a blocking screen. Once a face is detected, it
activates a smartwatch, which displays a series of screens the user can interact with. The smart watch interacts
with screens provided by applications such as an analog clock, a weather application, a fithess monitor, and a
music player.
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2 Graphics library and generate Ul tool

This section provides an overview of the LVGL library and the GUI Guider (or generate Ul tool).

2.1 LVGL overview

LVGL is an open source graphics library that is used to create embedded GUIs with easy-to-use graphical
elements, beautiful visual effects, and a low memory footprint. The key features of this library are listed below:

* Open source and free to use under MIT license

» Written in C (C++ compatible) and hosted on GitHub

* More than 30 powerful, fully customizable widgets (Examples include the following: button, image button,
checkbox, switch, slider, label, arc, bar, line, canvas, image, roller, slider, meter, table, text area, animation,
calendar, chart, list, menu, message box, and tab view)

* Display of any resolution, GPU support, multidisplay support

» Supports multiple types of input devices.

* Drawing features

» Text features

* Image features

e Styles

* Micropython support

* Rich demo examples and documents

» Supported by GUI Guider, the free Ul design tool of NXP

2.2 GUI Guider tool overview

The GUI Guider tool is a user-friendly GUI development tool developed by NXP. The tool enables the rapid
development of high-quality displays using the open source LVGL graphics library. The drag-and-drop editor of
this tool makes it easy to use the many features of LVGL. Widgets, animations, and styles can be used to create
a GUI with minimal or no coding at all.

With the click of a button, you can run your application in a simulated environment or export it to a target
project. The code generated from GUI Guider can easily be added to the MCUXpresso IDE, IAR Embedded
Workbench, or to a Keil uVision project. It accelerates the development process and allows you to add an
embedded user interface to your application seamlessly.

The GUI Guider tool is free to use with general purpose and crossover MCUs of NXP. It includes built-in project
templates for several supported platforms.
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3 System details

This section describes the details for the MIPI DSI and D-PHY clocks.

3.1 MIPI DSI and PHY

The MIPI DSI module in the i.MX RT700 MCU contains the MIPI DSI controller and D-PHY. It provides a high-
speed serial interface between the host processor and the display module. The module implements all the
layers and protocol functions defined in the MIPI DSI specification.

3.1.1 DSI host clock
Table 1 describes the clocks that the DSI Host Controller requires.

Table 1. DSI Host Clock
Clock type Clock alias Description

reference clock ref clk Input clock of the D-PHY PLL module that generates the High-Speed MIPI clock
and High-Speed Data Lane signals.

Byte clock clk _byte The DPHY DLL module generates this clock, which is used for packet generation
and packet transfer to the DPHY.

LP mode clock clk_tx _esc This clock is used by internal LPDT state machines and low-power transmission.

clk rx esc

3.1.2 D-PHY clock

The clock bus and data bus of D-PHY are differential structures. It supports two transmission modes, namely
High-speed (HS) and Low-power (LP) mode. Table 2 describes the application scenarios of different modes.

Table 2. D-PHY transmission mode

Transmission mode Application scenarios
HS mode High-speed synchronous data transmission
LP mode Control command transmission

Low-speed asynchronous data transmission

Table 3. D-PHY clock description

Clock type Description

clk_byte HS mode byte transmission clock. All data lanes share this signal.

clk_tx_esc Transmit clock in LP mode, frequency varies from 12 MHz to 20 MHz

clk_rx_esc Receive clock in LP mode, maximum frequency is 60 MHz
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3.1.3 MIPI DSI and PHY clock distribution example

The demo described in this document uses the FROO running at 300 MHz as a clock source.
Example 1 shows the results of each clock distribution with FROO as the clock source.

* DPHY PLL (Input clock) = 300 MHz
* BitClock = 300 MHz

* RxCIkEsc = 60 MHz (FROO / 5)

* TxCIkEsc = 15 MHz (FRO0 / 5/ 4)

Example 1: FROO as clock source for MIPI DSI and PHY

CLOCK_AttachClk (kFROO DIVl to MIPI DPHYESC CLK);

/* RxClkEsc = 300 MHz / 5 = 60 MHz. */

CLOCK_SetClkDiv (kCLOCK DivDphyEscRxClk, 5);

/* TxClkEsc = 300 MHz / 5 / 4 = 15MHz. */
CLOCK_SetClkDiv (kCLOCK DivDphyEscTxClk, 4);
mipiDsiTxEscClkFreq Hz = CLOCK GetMipiDphyEscTxClkFreq() ;

CLOCK AttachClk (kFROO DIVl to MIPI DSI HOST PHY);
CLOCK_SetClkDiv (kCLOCK DivDphyClk, 1);

3.2 LCD interface (LCDIF)

LCDIF is a high-performance, low-power, display processor unit (DPU). It outputs video and graphic streams
from a single output panel. The single output panel can connect to either a display pixel interface (DPI) device
or a display bus interface (DBI) device to support RGB output.

3.2.1 Display Bus Interface (DBI)

DBI-2 is a MIPI Alliance standard for parallel interfaces to display modules having display controllers and frame
buffers. For systems based on these standards, the host processor loads images to the on-panel frame buffer
through the display processor. Once loaded, the display controller manages the display and refresh functions
on the display module without further intervention from the host processor. Image updates require the host
processor to write new data into the frame buffer.

The signals between a host processor and the display module are listed below:

CSX is the chip select signal for DBI Type A or B. The display module is selected when this signal is low.
Data [15:0]: the host processor transfers each pixel value to the display module via the parallel data bus.
OE is the data output enable signal.

D/CX is the Data/Command indicator. The command is active when the signal is low.

R/WX for type A or RDX for type B:

— For Type A, specifies whether the current cycle is for read (1) or write (0) and set to 0.

— For Type B, specifies whether the current cycle is for read (0) or write (1) and set to 1.

WRX is the write signal for the DBI type B. The host processor writes data at the falling edge of the clock.
* E represents the E clock for the DBI type A. Itis set to 1 for DBI A in fixed E mode.

This demo uses the DBI type B interface.
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3.2.2 LCDIF DBI clock

When using the LCDIF, each interface (DBI or DPI) resides in different clock domains. When using DBI, the
Media Main clock is used. For this example, the FROQO is attached to the Media Main clock and divided by two,
so the DBI interface runs at 150 MHz.

Example 2: LCDIF DBI clock source

/* DBI uses MEDIA MAIN clock. Use FROO / 2 equal to 150 MHz*/
CLOCK_SetClkDiv (kCLOCK DivMediaMainClk, 2);
CLOCK_AttachClk (kFROO DIVl to MEDIA MAIN) ;

3.3 VGPU for graphics drawing

The i.MX RT700 MCU contains a 2D Vector Graphics Processing Unit (VGPU). To draw graphics, the CPU
sends instructions to the GPU. After receiving the instructions, the GPU performs the corresponding operations.
During the period, the CPU is suspended, waiting for the instruction to complete. Various instructions are
encapsulated in the API.

The i.MX RT700 MCU supports the OpenVG and VGLite Graphics APls. Among them, OpenVG provides low-
level hardware acceleration interfaces based on standard protocols for vector graphics libraries, such as Flash
and SVG. VGLite is a lightweight APl whose feature set is smaller than the OpenVG and is designed for the
MCU. It has a smaller memory footprint and lower CPU overhead. This demo uses the VGlite API to draw scalar
and vector graphics.

For detailed content of VGLite API, refer to i.MX RT VGLite API Reference Manual and VGLite Vector Graphics
API reference manual.

Among them, the VGLite API has two main rendering function APIs as mentioned below:

» Vg_lite_draw: This function renders vector graphics primitives so that there is no distortion after zooming in.
Graphic elements are objects, and each object is a self-contained entity with attributes, such as color, shape,
outline, size, and screen position.

* Vg_lite_blit: This function renders bitmap or raster images that consist of pixels. These pixels can be sorted
and colored in different ways to form a pattern.

3.3.1 VGPU clock source

The VGPU has its own functional clock residing on the CLKCTL4, which is dedicated to the media domain.
It supports a maximum frequency of 325 MHz. To achieve this frequency, 1.1 V level on the VDD2 domain is
required. This voltage can be supplied by the PCA9422 PMIC on the MIMXRT700-EVK board.

This demo uses the VGPU running at 300 MHz using the FROO as a clock source.

Example 3: VGPU clock source

CLOCK_AttachClk (kFROO DIVl to VGPU);
CLOCK_SetClkDiv (kCLOCK DivVgpuClk, 1U);

3.4 ZC143AC72MIPI display

The ZC143AC72MIPI module incorporates a display controller that contains local registers and an internal
buffer. It is a 1.43-inch, circular AMOLED display with 466 * 466 pixels and a 1-lane MIPI interface. It uses the
driver IC CO5300 and the touch panel IC, TMA525B.
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3.4.1 Tearing effect output signal

ZC143AC72MIPI module has a tearing effect output line (TE pin) to synchronize the MCU to frame writing. The
screen refresh frequency refers to the frequency at which the device refreshes the screen, which is constant
for a specific device. The refresh process is from left to right (row refresh), and then from top to bottom (column
refresh). When completed, the signal can be issued to synchronize internal VSYNC.

The TELOM (Tearing effect line mode) has two types.

* Mode 1 refers to the tearing effect output signal consisting of V-sync information only.
* Mode 2 refers to the signal consisting of V-sync and H-sync information.

The set _tear off (34h)and set tear on (35h) commands can be used to enable or disable these signals.
The parameter of the set _tear on (35h)and set tear scanline (44h) commands define the mode of the
tearing effect signal. The tearing effect output signal is configured to Mode 1, as shown in Figure 1.

tvdl tvdh |

—/ \ f

Figure 1. Tearing effect output signal

The TE pin configuration is briefly summarized in Table 4.

Table 4. TE pin settings instructions
Scenario TE pin settings

1 frame send time < 1 frame refresh time Set the interrupt at the start of VSYNC.

1 frame refresh time < 1 frame send time < 2 frame refresh time | Set the interrupt at the end of VSYNC.

In this demo, the specific situation is in line with scenario one. So, the TE pin can be set to rising edge trigger
interrupt as shown in Example 4:

Example 4: TE pin setting

const gpio pin config t tePinConfig = {
.pinDirection = kGPIO DigitalInput,
.outputlLogic = O,

i
GPIO PinInit (BOARD MIPI TE GPIO, BOARD MIPI TE PIN, &tePinConfig);

GPIO SetPinInterruptConfig (BOARD MIPI TE GPIO, BOARD MIPI TE PIN,
kGPIO InterruptRisingEdge) ;

GPIO_SetPinInterruptChannel (BOARD MIPI TE GPIO, BOARD MIPI TE PIN,
kGPIO InterruptOutputO);

NVIC SetPriority(BOARD MIPI TE GPIO IRQn, 3);
EnableIRQ (BOARD MIPI TE GPIO IRQn);
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3.5 Camera interface

The i.MX RT700 does not contain a CSI| camera interface module. As an alternative, the FlexIO is used to
emulate the parallel camera interface to receive a real-time image from a camera device.

A parallel camera sensor normally has 8/10/16/24 data lines to output the pixel data, and an 8-bit interface
camera is most commonly used. For such a camera, if a pixel is in an 8-bit size, one transfer cycle is required.
If a pixel occupies more than 8 bits, more transfer cycles are required. For example, an RGB565 (16-bit) format
pixel takes two transfer cycles, and an RGB888 (24-bit) format pixel takes three transfer cycles. Besides the
data lines, there are timing control outputs VSYNC/VREF, HREF/HSYNC, and PCLK.

3.5.1 FlexlO clock source

Similar to the VGPU, the FlexIO has its own functional clock residing on the CLKCTL4. This demo also uses the
FROO clock to run at 300 MHz.

Example 5: FlexlO clock source

CLOCK_AttachClk (kFROO DIVl to FLEXIO);
CLOCK_SetClkDiv (kCLOCK_DivFlexioClk, 1U); /* FLEXIO 300MHz */

3.6 Neural Processor unit (NPU)

The NPU is an on-chip hardware accelerator that provides efficient processing of machine-learning workloads. It
works with the CPU of the chip to deliver higher performance and lower power consumption for neural network
(NN) inference.

In addition to managing Multiply Accumulate (MAC) compute blocks throughput, the NPU also performs the
following functions:

* Optimizes arrangement of weights
* Manages memory accesses
* Provides rescaling, activation, and pooling functions

The elQ Toolkit and elQ Machine Learning (ML) Software Development Environment provide enablement
support for the elQ Neutron N3-64 NPU. Some of the features and operators listed in this section might not be
enabled in the elQ software. See Section 8 for links to elQ documentation that lists the features and operators
enabled in the latest elQ software.

You can import your trained and quantized Neural Networks (NN) into the elQ Toolkit. The elQ toolkit generates
an NPU-optimized model that can be integrated into an ML application running on the target device.

3.6.1 NPU clock source

The N3-64 NPU runs at the same clock frequency as the CPUO as both share the same clock source. In the
demo described in this document, the N3-64 NPU runs with FROO at 300 MHz.
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4 Smartwatch demo overview

The smartwatch demo described in this document lets you explore the versatility of our smartwatch through
an intuitive multiscreen experience. It helps the user to navigate seamlessly between multiple screens. For
example, there can be screens displaying a classic analog clock face, simulating weather updates, and
comprehensive health tracking including heart rate, steps, and activity levels. Each screen is designed for
quick access and smooth interaction, which showcases the sleek interface and powerful functionality of the
smartwatch.

Analog_Clock

Figure 2. Smartwatch screen overview

The Face Detection Screen is a standout feature of this demo. It showcases real-time facial recognition
powered by a machine learning model running directly on the MPU (Microprocessor Unit) of the device. This on-
device intelligence ensures fast, private, and efficient face detection—demonstrating the edge Al capabilities of
the smartwatch.

Figure 3. Face recognition screen

4.1 Program flow

1. Camera Data Acquisition
¢ A OV7670camera module captures image frames.
* The FlexIO peripheral emulates the camera interface (parallel CSl) and receives the image data.
» Captured image data is transferred from FlexlO to system RAM using the EZHV engine for efficient
memory handling.
2. Face Detection via ML Model
¢ The image data in RAM is passed to the NPU (Neural Processing Unit).
* The NPU runs a pre-trained face detection model to identify and locate faces in the frame.
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* While the NPU processes the image, the same frame is sent to the LCD controller.
¢ The image is displayed on the screen via the LCDIF and MIPI DSl interface, enabling real-time visual

feedback.

4. User Interface and Screen Navigation
* The LVGL graphics library manages Ul rendering and screen transitions.

* When the user switches screens (for example, to clock, weather, or health apps), LVGL generates the
corresponding frame buffer.

¢ The frame buffer is sent to the display through the LCDIF and MIPI DSI.

4.2 Memory structure

Memory management is one of the most critical aspects of an embedded device. The i.MX RT700 contains
three XSPI interfaces to interact with external memories. XSPI0 is used for QSPI flash whereas XSPI1 is used
for the PSRAM and is accessible by the CPU. XSPI2 is used with another PSRAM and is accessible by the
media domain. In addition, it includes 7.5 MB of on-chip SRAM. Table 5 serves as a reference to know where all
the resources are located for the QSPI flash memory.

Table 5. QSPI flash memory overview

Resource

Address

Notes

Interrupt Vector Table

0x28004000 - 0x280042FF

Code and RO Data

0x28004300 - 0x29FFFFFF

Ul Resource 0x2A000000 - Ox2AFFFFFF Move to XSPI1 for fast CPU access
Ul Resource 0x2B000000 - Ox2B7FFFFF Move to XSPI2 for fast GPU access
Retina Model 0x2BC00000 - Ox2BDFFFFF Move to SRAM for fast inference

Mobile Face Net Model

0x2BE00000 - 0x2BFFFFFF

Move to SRAM for fast inference

Table 6 describes the internal SRAM memory.

Table 6. Internal SRAM memory resources

Resource Address Partition
FreeRTOS Heap - Cache 0x20000000 - 0x2007FFFF SRAM PO
System Heap/Stack and RW Data, including 1 MB |0x20080000 - 0x201BFFFF SRAM P1 - P11
Heap specified for LVGL

Reserved for DMA descriptors 0x201C0000 - 0x201C3FFF SRAM P11

NPU Model Memory 0x201C4000 - 0x204FFFFF SRAM P11 - P15
Camera frame buffer A 0x20500000 - 0x2053FFFF SRAM P16
Camera frame buffer B 0x20540000 - 0x2057FFFF SRAM P17

CPU1 code 0x20580000 - 0x20587FFF SRAM P18
Display frame buffer A 0x20588000 - 0x205FFFFF SRAM P19 — P25
Display frame buffer B 0x20600000 - 0x2067FFFF SRAM P26

GPU tessellation buffer 0x20680000 - 0x2077FFFF SRAM P27 — P29
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4.3 Running the demo

This section describes the hardware connections and steps to build the project. It also includes the steps to
flash and run the demo.

4.3.1 Hardware connections

1. Plug in the OV7670 camera into connector J53 as shown in Figure 4.

4
Y
64
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e

[ Bl g

aaa-063485

Figure 4. Connector J53 on the MIMXRT700-EVK board
While connecting, align the camera to the left-hand side so that the right-most column of pins (19 and 20) is

left unconnected as shown in Figure 5.

aaa-063486

Figure 5. Camera connected to J53
2. Connect the ZC143AC72 LCD panel to the connector J26 as shown in Figure 6.
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Figure 6. LCD connection to J26

aaa-063487

4.3.2 Building the project

The software project requires IAR 9.60.2. Follow the steps below to build the project:

1. Open the IAR workspace at \sdk\cm33_core1\power_mode_comp_only_cm33_core1.eww.

. Compile the project. This is the code for core1.

2
3. Now open the IAR workspace at \sdk\em33_core0O\lvgl_guider.eww.
4. Open the project settings by right clicking on the project name and selecting Options... as shown in

Figure 7.

Rama N~ N RN R T

File Edit View Project J-link Tools

> Ivgl_guider - |AR Embedded Workbench IDE - Arm 9.60.2

oG

Window Help

-4

Workspace

¥ B X | wgl_guider.c I_confexth x mo

flash_debug
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Files

W board
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Figure 7. Project options
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5. Go to the C/C++ Compiler category and select the Preprocessor tab. In the Defined symbols field, scroll

down to the bottom and change the FACE_MODEL_IN_FLASH define to 0 as shown in Figure 8.
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Options for node "lvgl_guider”

Category:

General Options
Static Analysis

Essam! ler

Qutput Converter
Custom Build
Linker
Build Actions
Debugger
Simulator
CADI
CMSIS DAP
E2/E2 Lite
GDE Server
GHINK
Iget
Jink/3-Trace
TI Stellaris
Nu-Link
PE micro
ST-LIMK

Factory Settings
[ tultifile Compilation

Dizcard Unused Publics

oe ae 2 Code
Disgnosics

[ Ignore standard include directaries

Langua
List

Optimizations
Encodings

Output
Extra Options

Additional include directories: (one perline)

SPROJ_DIRS/../Core/board
SPROJ_DIRS/../Core/source
SPROJ_DIRS/_./Core/CM5I5
SPROJ_DIRSY../Core/component flists
SPROJ_DIRS/../Core/component /uart

Preinclude file:

Defined symbols: {one per line)

ARM_MATH_CM33
__FPU_PRESENT=1

FACE?MODELJN,FLASHJ& Iv

[ Preprocessor output to file
Preserve comments
Generate Hine directives

-~

Third-Party Driver
TLMSPFET

Figure 8. Set the Face model macro

Cancel

Figure 9.

6. Then, go to custom\lv_conf_ext.h and change LVGL_UIRESOURCE_FIXADDRESS to 0 as shown in

> Ivgl_guider - IAR Embedded Workbench IDE - Arm 9.60.2

Figure 9. Set Ul resource macro

File Edit View Project Jlink Taols Window Help
e - = ~ = _ Ll
NN & b DC S 4Q2>KECB >R B =0 Cidh
Workspace ¥ & X | gl guider.c I_confexth x model.cop
flash_debug v
15 s
Files o* 2 [ * copyright 2824 nxp
B @lvgl_guider - flash_debug 3 | * NxP Proprietary. This software is owned or controlled by NXP and may enly be ust
W board 4 | * gccordance with the applicable License terms. By expressly accepting such terms
5 | * activating and/or otherwise using the software, you are agreeing that you have 1
camera N . .
pviisnk 6 comply with and are bound by, such License terms. If you do not agree to be bot
7 | * terms, then you may net retain, install, activate or otherwise use the software.
|- W component g Ly
= i custom 9
B models 106 s+
[l custom.c 11 | * Lv_conf_ext.h for custom Lvconf file.
|— Blcustom.h 12 | % example :
[ on 13| 0+ #undef LV FONT_FMT_TXT_LARGE
14 | * wdefine LV FONT_FMT_TXT_LARGE 1
| B11v_conf s Lo -
source_memorymap.h 16
ui_resource_reallocati 17[E #ifndef LV_CONF_EXT H
device 18 | #define LV_CONF_EXT H
B doc 19
 drivers 20
e B | [ comon cote g
il face_recognition undet LV_FONT_FHT_TXT_|
= Tace_recog| 23 | #define LV_FONT_FMT_TXT_LARGE 1
i flash_config = FONT_FHT_TXT_
i freertos 25 | #undef Lv_ATTRIBUTE_LARGE_CONST
26 | #define LV_ATTRIBUTE_LARGE_CONST _ attribute_ ((section("LvglUTResources”)))
27
i MIMXRT798S 28 | sundef Lv ATTRIBUTE LARGE_CONST2
M source 29 | #define LV_ATTRIBUTE_LARGE CONST2 _ attribute_ ((section(“LvglUIResources2")))
i startup £
Huit 31 || #define LVGL UTRESOURCE_FIXADDRESS o |
2 uthities 32 ETine /* XSPIO -> XSPI1/XSPIZ */
i vglite = = -
i video 34 | #define LV_DRAN_SW_SUPPORT_LE @
35 | #define LV_DRAW_SW_SUPPORT ALBS 0
36 | wdefine LV_DRAW_SW_SUPPORT I1 @

7. Now compile the project.

4.3.3 Flashing and running the demo

1. On J2 move the jumper to short the pins

1 and 2 if not done already.

2. Connect a 5V DC power cord to the MIMXRT700-EVK board at J45. An external supply must power up the

board due to the LCD screen power requ

irements.

3. Slide the switch SW4 to the ON position (5-6) as shown in Figure 10.
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Figure 10. Power on the board

1. Connect a Micro B USB cable to J54 at the top of the board, which is the onboard debugger connection. It
can also be used as a COM port connection to read the messages printed to the serial terminal. However,
the serial port is not required for this demo.

2. In the IAR project settings, set the debugger driver to the debug interface you are using on the board.
Either CMSIS DAP or J-Link can be selected. By default, CMSIS DAP is selected.

3. Then, flash the project to the board by clicking the Download and Debug icon.

4. Now, a face recognition GUI is visible on the LCD screen. You can then swipe left and right to see other
watch face screens or swipe down to go back to the face recognition GUI. See Figure 11.

Erica Smith

L on the room
Face Enro|| Dans

Figure 11. Running the demo

Attention: To modify the demo code, set the LVGL_UIRESOURCE_FIXADDRESS macro to 1 to avoid
reflashing the GUI images again, the next time you flash the device. Setting this macro value significantly
reduces the time taken to reflash the device after each code change. Only set this macro to 0, the first time you
program the flash to load the images into flash memory.
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5 Performance evaluation

This section describes steps to measure the power consumed by different screens and to evaluate the result.
The list of the screens is as below:

» Face detection screen.

* Analog clock: this clock updates the time every second as fast as it can and jumps to the Deep Sleep mode
the rest of the time.

* Weather: this screen has an active animation, so the screen is updated continuously.

5.1 System power domain

The i.MX RT700 MCU has several power domains that are supplied by different power rails. In low-power
applications, a power management IC (PMIC) is commonly used to supply power. On the MIMXRT700-
EVK board, the PMIC PCA9422 supplies the power. Among these power domains, the significant ones are
summarized in Table 7.

Table 7. System power domain

Power domain Power supply Jumper where power can be measured
VDDN PMIC_SW2 JP2 (pins 2 and 3 connected)
VvDD2 PMIC_SWH1 JP1

VDD1 PMIC_SW3 JP3

VDD1V8 PMIC_SW4 JP19

VvDDIO PMIC_SW4 JP26

VDDIO_2 PMIC_SW4 JP7 (pins 1 and 2 connected)
VDDIO_4 PMIC_SW4 JP61 (pins 1 and 2 connected)
VDDIO_5 PMIC_SW4 JP62 (pins 1 and 2 connected)
VDDIO_6 PMIC_SW4 JP63 (pins 1 and 2 connected)
5.2 Results

Table 8 describes the power consumption analysis for the various screens used in the demo.

Table 8. Power measurement results

Power domain Consumption (in mW)

Face detection Analog clock Weather
VDDN 11.26 11.26 11.26
VvDD2 92 4.7 84
VDD1 0.028 0.028 0.028
VvDD1V8 1.3 1.3 1.3
VvDDIO 0.18 0.18 0.18
VDDIO_2 16.7 16.7 16.7
VDDIO_4 0.003 0.003 0.003
VDDIO_5 0.00071 0.0078 0.26
VDDIO_6 0.60 0.21 0.68
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6 Conclusion

This smartwatch demo showcases the integration of advanced embedded technologies into a compact, power-
efficient wearable platform. The system demonstrates flexible hardware interfacing capabilities by using a
combination of display interfaces. The DBI and MIPI DSI are used for high-performance LCD control and the
FlexIO is used to emulate the camera input. The demo also uses an on-device face detection model running on
the MPU. This demo highlights the potential of edge Al for real-time, low-latency inference without reliance on
cloud connectivity.

Power consumption analysis confirms that the system maintains efficient energy usage across all screens
and processing modes, making it suitable for battery-constrained applications. Overall, this demo serves as
a comprehensive reference for developers aiming to build feature-rich, Al-enabled wearables using modern
microcontroller architectures and peripheral interfaces.
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7 Acronyms

Table 9 describes the acronyms listed in this document.

Table 9. Acronyms and abbreviations

Acronym Description

Al Artificial Intelligence

AMOLED Active-Matrix Organic Light-emitting Diode

CMSIS Cortex Microcontroller Software Interface Standard

DBI Display Bus Interface

DSI Display Serial Interface

EZHV Enhanced Zero-copy Hardware Video

LVGL Light and Versatile Graphics Library

LCD-IF Liquid Crystal Display Interface

MAC Multiply Accumulate

MIPI Mobile Industry Processor Interface

ML Machine Learning

NN Neural Network

NPU Neural Processing Unit

QSPI Quad Serial Peripheral Interface

ul User Interface

VGPU Vector Graphics Processing Unit
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8 References

Table 10 lists some additional documents and resources that you can refer to for more information. Some of
these documents are available only under a non-disclosure agreement (NDA). To access such a document,
contact a local NXP field applications engineer (FAE) or sales representative.

Table 10. Related documentation
Document title Description Link/how to obtain

i.MX RT700 Reference Manual |Provides a detailed description about the i.MX Contact your local NXP FAE/sales
RT700 MCU and its features, including memory representative
maps, power supplies, and clocks

i.MX RT700 Product Family Provides information about the i.MX RT700
Data Sheet MCU electrical characteristics, hardware design
considerations, and ordering information

Learning VGLite API Describes how to use the VGLite API for graphic |AN14210
Programming on i.MX RT programming with examples
Series
i.MX RT VGLite API Reference |Describes the VGLite API, which can be used as |i.MX RT VGLite API| Reference
Manual the interface for the 2D GPU driver in NXP i.MX Manual
RT platforms. (document IMXRTVGLITEAPIRM)

For more documents, refer to the below URLSs:

¢ https://www.nxp.com/products/i.MX-RT700#documentation

e https://www.nxp.com/design/design-center/software/eig-ai-development-environment:EIQ

* https://www.nxp.com/design/design-center/software/eiq-ai-development-environment/eig-toolkit-for-end-to-
end-model-development-and-deployment:EIQ-TOOLKIT#documentation
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